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Abstract: The article describes how the Structure-from-
Motion (SfM) method can be used to calculate the volume
of anthropogenic microtopography. In the proposed work-
flow, data is obtained usingmass-market devices such as a
compact camera (Canon G9) and a smartphone (iPhone5).
The volume is computed using free open source software
(VisualSFMv0.5.23, CMPMVSv0.6.0., MeshLab) on a PC-
class computer. The input data is acquired from video
frames. To verify the method laboratory tests on the em-
bankment of a known volume has been carried out. Mod-
els of the test embankment were built using two indepen-
dent measurements made with those two devices. No sig-
nificant differences were found between the models in a
comparative analysis. The volumes of the models differed
from the actual volume just by 0.7h and 2h. After a suc-
cessful laboratory verification, field measurements were
carriedout in the sameway.While building themodel from
the data acquired with a smartphone, it was observed that
a series of frames, approximately 14% of all the frames,
was rejected. The missing frames caused the point cloud
to be less dense in the place where they had been rejected.
This affected the model’s volume differed from the vol-
ume acquired with a camera by 7%. In order to improve
the homogeneity, the frame extraction frequency was in-
creased in the place where frames have been previously
missing. Auniformmodelwas thereby obtainedwithpoint
cloud density evenly distributed. There was a 1.5% dif-
ference between the embankment’s volume and the vol-
ume calculated from the camera-recorded video. The pre-
sented method permits the number of input frames to be
increased and the model’s accuracy to be enhanced with-
outmaking an additionalmeasurement, whichmay not be
possible in the case of temporary features.

Keywords: smartphone, compact camera, Structure from
Motion (SfM), VisualSFM, CloudCompare, volume assess-
ment

1 Introduction
In the last 20 years, we have been able to observe a dy-
namicdevelopment in the areaof geomatics [1, 2]. The clas-
sic geodesic measurement methods which were used to
obtain topographic data are slowly being replaced by au-
tomated photogrammetric and laser measurements. Ter-
restrial laser scanning (TLS) and airborne laser scanning
(ALS) are now used on a large scale to acquire data [3, 4].
Thedata obtained in theseways areused inmany scientific
fields e.g. in geomorphology [5–11], archaeology [3, 12–17],
ecology [18–23] and engineering [24–26]. Data acquired
by the laser scanning are characterised by high resolution
and accuracy and can be used to create the surface mod-
els of the studied features. One of the principal applica-
tions is creating three-dimensional Digital Surface Mod-
els (DSMs) and Digital Terrain Models (DTMs). Obtaining
data using laser scanning techniques requires expensive
equipment and often a specialist software. Laser scanners
are designed to make measurements easy and almost au-
tomatic. Additionally, specialist commercial software ded-
icated for these applications can be used to easily process
the data and then visualise it or build a numericalmodel of
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the studied features. This saves a lot of time spent on ob-
taining, processing and analysing the data, but these so-
lutions are very expensive. Solutions of this kind have un-
questionable advantages of technical support from hard-
ware and software manufacturers and instruction manu-
als. SfM [1], a measurement method originating from com-
puter vision techniques which have been gaining popular-
ity and is not very expensive [1, 27–30, 32], seems to be
the next step in terrain data acquisition. This method is
based on the same tenets as stereoscopic photogramme-
try, but so far it has been rarely used for the field measure-
ments [1, 12, 32–34]. In the SfM method, 3D structures are
created from a series of an overlapping frame (Fig. 1).

Figure 1: SfM diagram

The fundamental difference between stereoscopic
photogrammetry and the SfM method is that the calcu-
lations necessary to obtain a precise location of a point
in three-dimensional space are made fully automatic and
precise positioning of the cameras is not necessary. Ad-
ditionally, it is possible to use video recording, as the
change in the camera’s orientation does not influence the
reconstruction of points in space. This allows the com-
plete three-dimensional structure of the observed scene
to be captured. SfM also uses a highly redundant, itera-
tive bundle adjustment procedure, based on a database
of features automatically extracted frommultiple overlap-
ping images [35]. To the date, modelling has mostly been
based on still image sets [12, 29, 32]. The necessary con-
dition is to use sets of photos with a high cover rate. At
present several cloud-processing engines are used, the
best-known of which are the following commercial pro-
grams:Microsoft Photosynth [1] PhotoModeler [12] andAg-

isoft Photoscan [28, 36] and free software e.g. Bundler [28]
and VisualSFM [37]. These programs use bundle adjust-
ment in the final phase of point position determination
to minimise reprojection errors between the photograph
and the anticipated point position. Bundle adjustment
seeks to minimise a geometric cost function (e.g., the
sum of squared reprojection errors) by jointly optimising
both the camera and point parameters using non-linear
least squares [38, 39]. The point-cloud generated using
SfM algorithms is relative and must be calibrated to ac-
tual dimensions. Such calibration is carried out using sev-
eral known ground-control points (GCPs). GCPs should
be clearly marked in order to be easily identified against
the background of the studied object and the distances
between them should be known. SfM is more and more
commonly used in scientific research because it is, first
of all, a low-cost method. Devices used in everyday life
such as digital cameras, camcorders or smartphones with
cameras as well as free software and home computers can
be used in this method. However, it must be noted that
more time and, more importantly, better skills are neces-
sary to acquire and process the data. Yet, improvements to
non-commercial software dedicated for such applications
that have been observed in recent years allow even non-
specialists to build three-dimensional models of features
which are subjects of scientific research. Wide access to
discussionpanelswhichprovide significant informal tech-
nical support is also of importance.

Tarolli [40] predicted that, in a few years time, to cre-
ate accurate high-resolution DEMs or DSMs for any appli-
cation, users will use a simple smartphone camera. Three-
dimensional numerical terrain models can be constructed
from videos recorded with popular mobile phones, cam-
eras or camcorders. Fonstad et al. [41] indicate that SfM
may be useful not only from a cost-savings and ease-of-
construction perspective. Carrivick et al. [42] suggest that
SfM workflow has significantly more automation and thus
is perceived by users as being much more straightforward
and simple than photogrammetry. This ease of use has
been greatly enhanced in recent years by the development
of freely available software. Gienko and Terry [43] show
that 3D models created in this way can serve as an accu-
rate and reliable representation of the real objects and that
the methodology is advantageous for efficient and precise
measurement. Results obtainedby Javernick et al. [44] sug-
gest that low-cost, logistically simple SfM method can de-
liver high-quality terrain datasets competitive with those
obtained with significantly more expensive laser scan-
ning, and suitable for geomorphic change detection and
hydrodynamic modelling. Westoby et al. [1] compared a
SfM derived DEM with a similar model obtained using ter-
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restrial laser scanning and suggested that decimetre-scale
vertical accuracy can be achieved using SfM also in ar-
eas with complex topography. Golparvar-Fard et al. [45]
demonstrated that in laboratory andfield experiments, the
accuracy of using the image-based point cloud models is
slightly less than the point cloud generated by the laser
scanner, while both approaches allow the as-built envi-
ronment to be visualised from different viewpoints. Fon-
stad et al. [41] showed that the SfM method helps avoid
the problems of shadowing and drop-outs common to ter-
restrial and aerial laser scanning. This article shows how
research on micro-topography (100 to 104 mm) of anthro-
pogenic origin can be carried out using SfM.

1.1 Goal of this article

The goal of this article was to show how a low-cost
SfM method can be used to calculate the volume of an-
thropogenic micro-topography. The usability of the SfM
methodwas tested bymakingmeasurements using two in-
dependent devices: a smartphone (iPhone 5) and a camera
(Canon G9) in the laboratory and in the field. Automati-
cally extracted video frames, recorded with a smartphone
and a camera, was used to create a 3Dmodel. This demon-
strates that equipment used in everyday life (a digital cam-
era and a smartphone) can be used tomakemeasurements
in the field and free software can be used to build a three-
dimensional model and to calculate the volume. The re-
search showed the versatility of the SfM method as inde-
pendent measurement conditions (different recording de-
vices and users) allows obtaining reliable results.

2 Methods
The usefulness of SfM for calculating micro-topography
volume was tested in this work. The workflow was di-
vided into four stages (Fig. 2). In the first stage, data ac-
quisition was described. Next, the method of the prelim-
inary data selection (preprocessing) was presented. The
third stage included a detailed description of the method
of building the DSM using the SfM (processing). In the
fourth stage, the methods of model calibration andmicro-
topography volume calculation were presented (postpro-
cessing). Additionally, the results obtained in laboratory
measurements using a smartphone and a camera were
compared. Finally, the proposedmethodwas tested on the
embankment in the field.

Figure 2:Workflow of the proposed volume measurement method

2.1 Data acquisition

In the laboratory, an embankment was formed from
3000 cm3 of soil of 0.063<d ≤ 2.0 mm granulation. Vol-
ume changes due to the possible consolidation of soil were
omitted as the irrelevant small values. Two pairs of GCPs
were marked around the embankment. The distance be-
tween point pairs 1-2 and 3-4 was 200 mm (Fig. 3a). Then,
the embankment was filmed using a smartphone and a
camera making sure the GCPs were visible. The aim of us-
ing independentmeasurements taken by two independent
people with two different recording devices was to check if
the method is universal. Table 1 contains detailed techni-
cal characteristics of the equipment used.

The test results are presented in Table 2.
After successful laboratory assessment of the SfM

method for building DSM using video frames acquired
with everyday devices, the measurements were made in
the field in the same way. A small artificial building em-
bankment was selected. Four GCPs (Fig. 3b) were estab-

Unauthenticated
Download Date | 6/24/17 10:39 AM



284 | Rafał Wróżyński et al.

Table 1: Technical parameters of the devices used in field measurements

Canon G9 iPhone 5
Sensor type CCD

ChargeCoupled Device
CMOS
ComplementaryMetal Oxide Semiconductor

Sensor size 12.1 Megapixels with a 1/1.7"
(~7.53 x 5.64 mm) sensor

8.0 Megapixels with a 1/3.2"
(~4.5 x 3.37 mm) sensor

Movie resolution 1024x768 1920x1080
Movie frame rate 15 30
Video format AVI [M- JPEG] MOV [H.264/ MPEG-4 AVC]
Pixelsize 1.87 µm 1.4 µm
Diagonal 9.41 mm 5.62 mm
Focal length 7.40 mm 4.12 mm
SurfaceArea 42.47 mm2 15.17 mm2

Aspect Ratio 16:9 16:9

Table 2: Input data and the characteristics of the built models

Test 1 Test 2 Model 1 Model 2a Model 2b
Camera Canon G9 iPhone5 Canon G9 iPhone5 iPhone5
Movie length (s) 151 201 89 99 99
Frames 151 201 89 99 161
Frame resolution 1024x768 1920x1080 1024x768 1920x1080 1920x1080
Used frames 151 201 87 85 160
Computation time (min) 57 118 37 63 103
Vertices 828 055 2 387 750 1 043 579 2 453 744 2 798 390
Model vertices 301 096 618 108 632 516 1 352 245 1 303 230
Density [p/cm2] 267 539 0.9 1.9 1.8
Volume [cm3] 2994.46 2998.93 3.028·107 2,863·107 3.076·107

lished around the embankment and then the distances be-
tween them were measured with a tape (0.5 cm accuracy).
Then the embankment was filmed, while making sure the
GCPs were visible. The recordings were 88 and 95 seconds
in duration, respectively on the camera and smartphone.

2.2 Preprocessing

In the second stage, the videos from camera and smart-
phonewere copied to a computer. Then, using the VLCme-
dia player software (v2.1.3) frames were automatically ex-
tracted, with one frame per second (fps) frequency. All the
calculations were made using a standard personal com-
puter with the following parameters: Intel(R) Core(TM) i7-
3370k CPU with 8GB RAM and Nvidia GeForce GTX 650Ti
graphic card.

2.3 Processing

In the third stage, the frames were loaded to VisualSFM.
VisualSFM is a GUI application for 3D reconstruction us-
ing SfM [37]. Feature detection and full pairwise matching
were performed and then sparse reconstruction was car-
ried out. Dense reconstructionwas carried out in CMPMVS
v.0.6.0 [46], which is amulti-view reconstruction software.
The input to this software is a set of perspective images and
camera parameters (internal and external camera calibra-
tions) which were imported from VisualSFM software. In
thisway, adensemodel of the embankment in the formof a
point cloud and texturedmesh in the .ply and .wrl formats
was obtained. DSM of the embankment made in the lab-
oratory was created using VisualSFM (v0.5.23) and CMP-
MVS (v0.6.0), called Test 1 (smartphone) and Test 2 (cam-
era). Using the same methodology DSM of the embank-
ment measured in the field were made and called Model
1 (smartphone) and Model 2 (camera).
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(a)

(b)

Figure 3: Laboratory test embankment (a), field embankment (b)
with GCPs marked

2.4 Postprocessing

In the fourth stage, the embankment models, as a point-
cloud from CMPMVS, were processed using the MeshLab
(v1.3.2) software [47]. The points identified as reflections
from adjacent objects were discarded. The filtered point-
clouds were calibrated in MeshLab using the scale and ro-
tate function on the basis of the GCPs. The first GCP pair (1-
2) was used for scaling purpose and second GCP pair (3-4)
for verification.When building DSM of embankments only
for the purpose of calculating the volume, it is not neces-
sary to use full georeference. A transform from a relative
local reference system to an absolute and correctly scaled
reference system was undertaken. Volume of the embank-
ment was calculated in MeshLab software using the cali-
brated model.

2.5 Statistical analysis

The open-source CloudCompare (v2.5) software was used
to compare the createdmodels. CloudCompare is an appli-
cation for managing and comparing 3D point-clouds and
surface meshes [48]. CloudCompare was used to calculate
the differences between the dense point-clouds models.
CloudCompare uses Hausdorff distance to calculate the
differences [49]. The program can also be used to calculate
the basic statistics (min,max andmeandistance, standard
deviation, distribution fitting: Gauss andWeibull). The dif-
ferences between the models obtained using CloudCom-
pare were exported to the .txt format and detailed statis-
tical analysis in the Statistica 10 software was made. The
differences between themodels were presented in the box-
and-whisker plot, where the median, 25% and 75% quar-
tile values aswell as the range of non-outlying valueswere
shown. Then the set of differenceswas assessed in terms of
the presence of outlying and extreme values by means of
the 3-sigma rule. The distributions of differences between
the models was tested using the K-S test. The distribution
of the outlying and extreme values was analysed. The two-
dimensional spherical analysis was used for this purpose.
The spherical analysis was made in 36 sections of an iden-
ticalwidth of 10degrees. For each section the followingba-
sic statistical parameters were calculated: the maximum,
minimum and mean values, the median and the standard
deviation. The significance of the differences between the
mean values in the next sections was assessed using the F
test.

3 Results
The input data used to create DSMs are shown in Ta-
ble 2. The lengths of films recorded using smartphone
and camera were 201 and 150 seconds respectively. The
film imported from a smartphone was converted from the
Quick Time (.mov) format to the (.avi) format. The videos
recorded with the camera were recorded in the .avi for-
mat. Frames with the .jpg extension were extracted from
both films, with the resolution of 1920x1080 for smart-
phone and 1024x768 for a camera. Then the collections of
frames were loaded into VisualSfM and using the image
matching and sparse reconstruction function preliminary
sparsemodels of the embankments weremade. The analy-
sis of the number of frames used to build the models from
these pre-selected ones showed that all of them were use-
ful (Fig. 4). Therefore, it is not necessary to increase the
frequency of extraction from the videos.
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(a)

(b)

Figure 4: Camera poses computed with VisualSFM Test 1 (a) and
Test 2 (b)

In the next stage, the models were dense recon-
structed in the CMPMVS software. The dense models Test
1 and Test 2 contained 82.8 104 and 23.8 105 points re-
spectively. The difference between the number of points
making up the models resulted mainly from the number
of frames used and frame resolution (Table 2). This also
affected the computing time necessary to build the DSM,
57 and 118 minutes respectively. The result is a fully three-
dimensional model of the embankment in the form of a
point cloud and textured mesh (Fig. 5).

Test 1 and Test 2 models were imported to the Mesh-
Lab software,where theywere turned and re-scaled for the
model transformation. The excess data, reflections from

(a)

(b)

Figure 5: Dense reconstructed model Test 1 (a) and Test 2 (b) - origi-
nal image, 3D points, shaded surface and textured surface.

adjacent objects, were removed from the models. 63% of
the points were removed from the Test 1 model and 74%
from the Test 2. The density of the points making up
the Test 2 was approximately twice as high as the Test 1
model. The parameters of both models are shown in Ta-
ble 2. Then, the volumes of Test 1 and Test 2 models were
computed using MeshLab. The analysis showed that the
models obtained with different devices and by indepen-
dent users were similar. The volumes of the embankments
were 2994 cm3 and 2998 cm3 for the models respectively.
These values were very similar to the volume of soil origi-
nally used in the lab, the difference was 2h and 0.7h re-
spectively. In order to verify the quality of the models, the
point clouds were exported from MeshLab to CloudCom-
pare. The clouds were compared and the differences be-
tween models were computed (Fig. 6).

The results from CloudCompare were exported to the
.txt format for statistical analysis in the STATISTICA soft-
ware. A total of 61.8 104 differences were obtained, shown
in a box-and-whisker plot. The differences between the
models varied from−2.32mmto 2.08mmwith themedian
value of 0.03mm(Fig. 7a). Thedifferenceswere assessed in
terms of the presence of outlying and extreme values and
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Figure 6: The distribution of differences calculated with CloudCom-
pare (Test 1 minus Test 2)

10,714 outlying and extreme points, 1.7% of the analysed
dataset, were discarded. The outlying observations were
marked with dots and the extreme values with crosses on
Fig. 7b. It was observed that the greatest differences be-
tween the studied models appeared mainly at the bottom
of the embankment. A spatial presentation of the outly-
ing and extreme values permits the analysed embankment
outline to be reconstructed. The analysis showed that the
correspondence of the distribution of the differences in the
normal distribution was at the level of 0.05 (Fig. 7c). The
differences between Test 1 and Test 2 models were anal-
ysed at 10 degrees resolution (Fig. 7d) with the mean dif-
ference between themodels close to the 0 value. The F test
showed that there were no significant differences between
mean values. It can be assumed, therefore, that themodels
built are uniform and the SfM method can be successfully
used to create DSM of embankments.

3.1 Field tests

Based on field measurement and using the same meth-
ods, two models were built. The preliminary verification
of the sparse models showed that 87 and 85 extracted
frameswere used respectively. Only 2% (Fig. 8a) of the pre-
selected frames were discarded from the video recorded
with a camera and as much as 14% from the video made
with a smartphone (Table 2). The quantity of discarded
frames exceeded 10%of those pre-selected. Consequently,
themodel was thoroughly verified. It was observed that all
the frames were discarded in one place (Fig. 8b), which
was characterised by the greatest degree of shading when
taking the measurement. As the sparse model was cre-
ated, it was called Model 2a and then dense-reconstructed
and used for further calculations. In order to improve the
uniformity and quality of the model created with a smart-
phone, in the area where frames were discarded, their ex-
traction frequency was increased to 3 fps. Thanks to the

analysis of the results from VisualSfM and the available
video from a smartphone, it was easy to locate and select
a place from which additional frames could be extracted.
A set of 161 new frames was thereby acquired, which was
re-imported to VisualSfM. The model built in this way was
called Model 2b (Fig. 8c) and was verified.

The verification showed that 160 frames out of the 161
were used to build it. Then Model 1 (Fig. 9a), Model 2a
(Fig. 9b) and Model 2b (Fig. 9c) were dense-reconstructed
in CMPMVS.

The model construction times in CMPMVS are shown
in Table 2. The number of frames used to build the mod-
els and the resolution affected quantity of points which
made up the dense models. Model 1 was created using
10.43 105 points while Model 2a and Model 2b contained
more than twice that number– 24.5 105 and 27.9 105 respec-
tively. Thus created dense models in the form of a point
cloud were processed and calibrated in MeshLab. The set
of points for Model 1 was reduced by 39% while those for
Model 2a and Model 2b were reduced by 45% and 53% re-
spectively. Model 2a had the highest density of the points
making up the three-dimensional embankment model –
19.03 103 p.m−2, forModel 2b thedensitywas slightly lower
– 18.08 103 p.m−2, and Model 1 had the lowest density of
9.13 103 p.m−2. The MeshLab computed embankment vol-
ume value ranged from 28.63 m3 for Model 2a to 30.76 m3

for Model 2b. The volume of the Model 1 embankment was
30.28 m3. The differences in the computed volumes be-
tween the embankments createdusing thewhole frame set
(Model 1 and Model 2a) were only 1.5%, and the volume of
theModel 2a embankmentdifferedby 7%.However, adeci-
sionwasmade to assesswhat impact thenumber of frames
discarded during model creation in VisualSfM had on the
uniformity and quality of the models. To do that the point
clouds were compared in CloudCompare. The highest cor-
respondence was obtained between Model 1 and Model
2b (Fig. 10b). The differences between these models had
a normal distribution and ranged from −0.1 m to 0.1 m.
Slightly larger differences were obtained for Model 1 and
Model 2a (Fig. 10a) and Model 2a and Model 2b (Fig. 10c).

The difference distributions were other than normal,
whichmay indicate that there exist local non-homogenous
areas in the analysedmodels. Models 2a and 2b were anal-
ysed, especially the placewheremost frameshadbeendis-
carded (Fig. 11a). It was observed that a large number of
discarded frames in this place influenced the point cloud
volume in the dense models. (Fig. 11b). The volume of the
points making up Model 2a was clearly lower in the anal-
ysed area than in Model 2b (Fig. 11c).

Point density in this part of Model 2a was lower than
in the corresponding part of Model 2b (Fig. 12a) in some
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(a) (b)

(c) (d)

Figure 7: Differences between Test 1 and Test 2 models: box-and-whisker plot (a), distribution of outlying and extreme values (b), histogram
(c), and the distribution of minimum, maximum and mean values in sections (d)

places even by 1000 points per 100 cm2. The fact that
frames were missing also influenced the values of the dif-
ferences between the models calculated using CloudCom-
pare (Fig. 12b).

4 Discussion
After building the model with VisualSFM it must be veri-
fied how many of the extracted frames were used. If more
than 10% of the frames were rejected during model cre-
ation the reasons why it occurred and the places where
it happened should be thoroughly analysed. In the situ-
ation where the model is not completed in its entirety or
several successive frames are rejected in order to maintain

the homogeneity of themodel, the placeswhere frames are
missing can easily be identified and frame extraction fre-
quency can be increased in them. However, this necessi-
tates the process to be repeated and a new frame collec-
tion to be loaded to VisualSFM. Acquiring additional data
can be achieved simply by extracting more frames from
the video. While using still photographs, acquiring miss-
ing data require additional fieldmeasurements. It not only
increases the cost of research but it can be even impossi-
ble when working with temporary objects. The research
described in this article confirmed the results obtained
by Gienko and Terry [43] in which it was indicated that
SfM programs have a large computational power in terms
of the relative orientation of images. It was also showed
that they are sensitive to the number of overlapping pho-
tographs. If the convergence angles are too large the point
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(a)

(b)

(c)

Figure 8: Camera poses computed with VisualSFM Model 1 (a),
Model 2a (b), Modl 2b (c)

cloud density will be visibly smaller. This relationship can
be clearly observed between the marked lines in figure 9.
However, the research showed that at the moment of in-
creasing amount of images in the areas where the angle
between the successive photographswas notably too large
the point cloud density increased and the volume differ-
ence between models 1 and 2 decreased. The small differ-
ence betweenmodels 1 and 2b indicates that the surface of
the analysed embankment is more precisely reconstructed
if image density increased. Hollick et al. [50] showed that
it is possible to build 3D models using sets of photograph
and movie frames. However, they point out the following

(a)

(b)

(c)

Figure 9: Dense reconstructed Model 1 (a), Model 2a (b), Model 2b
(c) - original image, 3D points, shaded surface and textured surface

challenges connectedwith camcorder data processing: im-
age quality (lighting, focus issues, blur and image resolu-
tion), camera calibration (unstable optics and lack of cali-
bration), non-existent or inaccurate orientationdata, large
unordered dataset (heterogeneous data acquisition of the
object of interest, e.g. sometimes large temporal gaps be-
tween sequences of the same object, non-optimal acqui-
sition of data (no wide field of view or still images with-
out sufficient overlapping areas). Additionally, the quality
of frames depends on the speed of motion during record-
ing. Hollick et al. [50], Hanif and Seghouane [51] suggest
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(a)Model 1 - Model 2a

(b)Model 1 – Model 2b

(c)Model 2a - Model 2b

Figure 10: Distribution of differences between point clouds gener-
ated with CloudCompare

thatmany of the video frames in the dataset containedmo-
tion blur and proposed a method of blur removal which
may be able to increase the number of key points that
are able to be detected in the dataset we have used and
hence improve the number ofmatching points between af-
fected images. Any processing of the original image/video
frame can change the number of key points. Although the
authors [28] demonstrate the limitations connected with
using video frames (e.g. low sharpness) the research dis-

cussedhere has shown that the extracted video frames can
effectively increase the density of photograph sequences
used to build a model. Using videos to build a model has
the advantage that, if the model fails to be created in Vi-
sualSfM, the extraction frequency can be increased with-
out having to make another field measurement. It is possi-
ble to increase frame extraction frequency for the whole
video or for selected areas, which reduces the required
computational demand and reduces the calculation time.
Future versions of SfM software could have modules for
automatic extraction of a proper amount of frames from
videos, based on quick overlap analysis.

The research has shown that although the video
frames are definitely of an inferior quality than normal
photographs (blurs) the models are created correctly and
the possibility of extracting additional frames, an input
data for model creation, proves invaluable especially in
the case of temporary features, where the measurements
cannot be repeated. James and Robson [52] show that
SfM is a convenient technique for frequent acquisition of
high-resolution 3D data, from which volumetric or cross-
sectional changes can be visualised and quantified. As our
research has shown, when it is not necessary to provide
the created models with a full georeference, their calibra-
tion can be performed using the measured distances be-
tween just two ground control points.

5 Conclusions
– The videos recorded with everyday use compact

cameras and smartphones can be used successfully
to build DSM with SfM method.

– Obtained results show great versatility of the SfM
methods. It is possible to achieve reliable results
using different recording devices and measurement
techniques.

– No significant differences between the models were
found in the statistical analysis of the obtained re-
sults. This confirms that the SfMmethod can be used
in scientific research and in engineering.

– If a correct model is not built, the proposed movie-
based workflow allows additional input data to be
obtained by increasing the frame extraction fre-
quency. Using a photo-based workflow would re-
quire an additional site measurement to be made,
which may not be possible for temporary objects.

– When building a DSM using the SfM method the
quantity of and the location of the rejected pho-
tographsmust be always analysed. If amodel is built
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(c)

Figure 11: Comparison between Model 2a (left) and Model 2b (right); a) sparse model and camera position, b) dense model, c) point density
in 0.1 m grid
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(a) (b)

Figure 12: Density difference in 0.1m grid (a) and distance difference
computed by CloudCompare (b)

using a non-uniformly distributed photoset, the
density of the cloud pointmay be non-homogenous,
which affects volume calculations.

– The laboratory analyses showed that using movie
frames, despite their lower quality resulting for ex-
ample from motion blur, models were built with
volumes different from the actual volume by just
2h and 0.7h.

– To calculate the volume of temporary objects their
models do not have to be fully georeferenced. Just
two GCP pairs are sufficient. One pair used to scale
the model and the second one to verify the calibra-
tion.

– The advantages of the workflow proposed in the
paper are the low cost resulting from the fact that
technologically advanced geodesic equipment does
not need to be purchased and the possibility of
using free, open-source software. In comparison
with geodesic methods, the proposed method re-
duces the time necessary to make field measure-
ments to several minutes; however, further process-
ing of thematerial obtained ismore time-consuming
and more complicated compared with using a dedi-
cated commercial software.
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